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Project Manager’s Summary: 
 
In January the project focused on commissioning the A3 BPM system, as well as 
receiving and testing all of the filter, timing and Echotek boards required for the 
remainder of the service buildings.  Much progress was made in the A3 system, in both 
closed orbit measurements and in turn-by-turn (TBT) measurements.  Many problems, 
major and minor were solved and some are still being solved at the end of January.   
 
Talks were given at the Tevatron Department, the All Experimenters Meeting and the 
Computing Division Accelerator Activities Coordination meeting.  The purpose of the 
talks was to give status and hear feedback as the project prepares to commission the 
remaining 26 BPM crates.   
 
Hardware continued to arrive in quantity for the final systems.  All 150 Echotek boards 
for the Tevatron BPM Upgrade and 100 Echotek boards for the transfer line and MI BPM 
projects have arrived and testing continues.  8 boards had hardware errors and had to be 
returned to Echotek.  4 were repaired by Echotek and have been returned to Fermilab and 
have passed testing.  All boards should be tested by early February.   
 
All 150 filter boards arrived in January.  20 boards were unfinished (per our 
specifications) and will be completed as needed with attenuation values consistent with 
those required at special locations around the ring (e.g., half-length BPMs).  Some filter 
boards need further examination because of filter phase differences in one or more 
channels on a board (out of 8 channels) and/or attenuation differences greater than the 
specified 0.15 dB allowed.  The project will study the failed boards before deciding on a 
course of action that may include returning filters to Lark, re-pairing filters ourselves, 
deciding that we can live with the phase mismatches, applying calibrations to correct for 
the mismatches, modifying the attenuation values, etc.   
 
All 38 timing boards arrived in January.  Most boards passed and the failed boards are 
being repaired quickly.   
 
There is enough hardware in hand to commission many houses of BPMs.  The actual 
commissioning will require first that the A3 crate be fully commissioned and acceptable 
to the Tevatron Department for production use.  Once this is achieved the project can 
proceed to install the remaining 26 houses as quickly as possible.  Details of installation 
(between stores only, any time, other) have not yet been worked out in detail with the 
Tevatron Department and Accelerator Operations but we will work out a procedure 
acceptable to all. 
 



A test stand with controlled input and timing/triggers has been used to more fully 
understand the system under controlled conditions and to ensure that the system in the 
accelerator is properly set up to acquire believable data.  Data taken with the new system 
in closed orbit, turn by turn and first turn modes were analyzed and this has proven to be 
invaluable in understanding whether the system is functioning properly and to 
characterize the performance of the system.   
 
Both MOUs (hardware and software) were signed by Roger Dixon and Vicky White of 
the Accelerator and Computing Division respectively. 



 
 
 
Resources Used in January 2005: 
 
The total number of FTE-months devoted to the project in calendar January 2005 from 
the Computing Division was reported to be 10.0 FTE-months with 24 people 
contributing.  The total number of FTE-months devoted to the project from the 
Accelerator Division was 1.1 FTE-months with 7 people contributing. The total effort 
from both Divisions was 11.1 FTE-months. The following table gives the estimated or 
reported effort for both divisions (in FTE-months) since August of 2003. 
 
 
  Month   AD Effort CD Effort  Total Effort 
       August, 2003   1.2  2.3    3.5  
    September, 2003  1.4  4.1    5.5 
  October, 2003   5.4  6.0  11.4 
  November, 2003  1.6  5.0    6.6     
  December, 2003   1.4  4.4    5.8 
  January, 2004   1.7  5.1    6.8 
    February, 2004  2.3  6.7    9.0 
  March, 2004   2.1  7.6    9.7 
  April, 2004   2.0  7.7    9.7 
  May, 2004   1.4  8.3    9.7 
  June, 2004   1.6  8.7  10.3 
  July, 2004   2.0  8.1  10.1 
  August, 2004   1.5  8.0    9.5 
  September, 2004  2.3  8.4  10.7 
  October, 2004   1.1  10.5  11.6 
  November, 2004  1.8  9.9  11.7 
  December, 2004  1.1  7.5    8.6 
  January, 2005   1.1  10.0  11.1 
 
  SUM (through Jan,2005) 33.0  128.3  161.3 
 
The effort is consistent with the wbs estimates of approximately 10-12 FTE per month 
during this period and the effect of the holidays and vacation period in December.  The 
effort listed here is time worked and does not include vacation, sick leave, holidays, etc.   



 
Purchase requisitions/procard obligations in January, 2005:   
 
PO 
Date Item Estim. Cost

1/28/05 FC Integrated circuits $146.40 
1/28/05 FC BNC Jack/SMB T Jack $163.70 

   
 Monthly Total $310.10

 
 
Milestones: 
 
No DOE milestones in January, 2005. 
 
Meetings held, Reports Given: 
 
Meetings were held in December on the following dates: 
 
Project Meetings:  January 5,12,19,26. 
 
Documents: 
 
The following documents were written and added to the Accelerator Division Document 
Database in January: 
 
1551-v1 Tevatron BPM Upgrade TBT Testing Plans and Status Jim Steimel 31 Jan 2005 
 
1067-v20 Tevatron BPM Software Design Luciano Piccoli et. al. 28 Jan 2005  
 
1549-v1 Tevatron BPM Upgrade (CD Accelerator Activities Coord. Mtg talk) Steve 
Wolbers 28 Jan 2005  
 
1546-v1 First Look at Injection Turn by Turn Robert K Kutschke 27 Jan 2005  
 
792-v10 Minutes from the Tevatron BPM Upgrade Project Meetings Steve Wolbers et. 
al. 26 Jan 2005  
 
1381-v17 Echotek Board and Other Hardware Testing Status Timothy J. Kasza 26 Jan 
2005  
 
1542-v1 Summary of Tevatron BPMs for Main Injector Jim Steimel et. al. 25 Jan 2005  
 
1499-v5 BPM Electronics Production Test Plan Timothy J. Kasza 24 Jan 2005  
 

http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1551&version=1
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1551&version=1
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=114
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1067&version=20
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1067&version=20
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=318
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1549&version=1
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1549&version=1
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=285
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=285
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1546&version=1
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1546&version=1
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=315
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=792&version=10
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=792&version=10
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=285
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1381&version=17
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1381&version=17
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=395
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1542&version=1
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1542&version=1
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=114
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1499&version=5
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1499&version=5
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=395


1539-v1 Tevatron BPM Upgrade (Talk at All Experimenters Meeting 1/24/05) Steve 
Wolbers 24 Jan 2005  
 
1538-v1 Tevatron BPM Upgrade Status and Plans Talk at Tevatron Dept Meeting Steve 
Wolbers et. al. 21 Jan 2005  
 
1381-v16 Echotek Board and Other Hardware Testing Status Timothy J. Kasza 20 Jan 
2005  
 
1535-v1 New Turn by Turn Measurements with the Tevatron BPM Production 
Electronics Robert K Kutschke 19 Jan 2005  
 
1499-v4 BPM Electronics Production Test Plan Timothy J. Kasza 18 Jan 2005  
 
 
1529-v1 The CIC Filter Gustavo Cancelo 14 Jan 2005  
 
1528-v1 The TeV BPM Simulation Signal Gustavo Cancelo 14 Jan 2005  
 
1500-v1 Turn by Turn Measurements with the Tevatron BPM Production Electronics 
Robert K Kutschke 13 Jan 2005  
 
1381-v15 Echotek Board and Other Hardware Testing Status Timothy J. Kasza 13 Jan 
2005  
 
860-v30 Tevatron BPM Software Specifications Jim Steimel et. al. 12 Jan 2005  
 
1499-v3 BPM Electronics Production Test Plan Timothy J. Kasza 11 Jan 2005  
 
907-v2 Monthly Reports of the Tevatron BPM Upgrade Project Steve Wolbers 07 Jan 
2005  
 
860-v29 Tevatron BPM Software Specifications Jim Steimel et. al. 07 Jan 2005  
 
860-v28 Tevatron BPM Software Specifications Jim Steimel et. al. 05 Jan 2005  
 
1381-v14 Echotek Board and Other Hardware Testing Status Timothy J. Kasza 05 Jan 
2005  
 
1070-v2 Obsolete Tevatron BPM Hardware Specifications (see #1065) Vince Pavlicek et. 
al. 04 Jan 2005 
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http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=285
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=285
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1381&version=17
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=395
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1535&version=1
http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1535&version=1
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http://beamdocs.fnal.gov/cgi-bin/DocDB/ShowDocument?docid=1529&version=1
http://beamdocs.fnal.gov/cgi-bin/DocDB/ListByAuthor?authorid=381
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Subproject Leader Reports: 
 
 
Electronics: Vince Pavlicek 
 
The electronics group supported the completion of the module testing in ESS and the test 
crate operation in the A3 service building as necessary.  Planned data acquisition tests to 
compare the existing Echotek algorithms to several proposals for the final algorithm were 
hampered by computer and networking issues. The final purchases for the crate 
monitoring system were made and all production electronics orders are written and 
placed.  We are only awaiting serial cables for the crates.  Some repair parts were ordered 
to support infant mortality and assembly rework failures. 
 
Modifications were made to the Timing card firmware were made in support of 
debugging and diagnostics. 
 
Approximately 40 Filter cards have failed the incoming characterization tests.  
Investigation has revealed a characteristic distribution of phase and gain errors that are 
close to the acceptance specifications.  The acceptance specifications may be adjusted to 
include most of these.  Also a very small number of units, maybe four, are outliers well 
beyond the specifications.  These are being investigated to identify the part causing the 
failure.  Also a data test is planned to ensure that opening up the phase acceptance 
specifications does not have significant effect on the position calculation. 
 
The installation process received considerable attention this month including 
documentation of the crate details and detailing the crate system assembly based on the 
experience of assembling the A3 and B3 crates.  Preparations are well along for 
assembling the next three crates. 
 
Hardware Tracking/Testing: Tim Kasza 
 
Our efforts in acceptance testing Echotek boards are nearly completed.  All 250 Echotek 
boards for the Tevatron/Main Injector/Transfer Line BPM projects have been tested with 
~240 in a passed testing status.   Moving forward, we are preparing to install and track an 
Engineering Change Order (ECO) for all 250 TeV-BPM style Echotek boards.  This 
involves changing the Sync input 1K ohm termination resistor to 50 ohm. 
 
During the month of January, the final quantities of production TGF boards were 
delivered.   All 38 TeV-BPM TGF boards have been tested.  Our efforts are now focused 
on boards that failed acceptance testing.  To date, 11 out of 16 TGF boards that failed 
testing have been repaired.  These failures have been the usual assembly type, such as 
solder bridges and opens on various component leads.   
 
All 150 production Filter boards are in hand and have been tested.  Thus far, 108 Filter 
boards have passed testing.  We currently have 42 boards on hold for issues with filters 



pairs that have gain and phase differences greater then the acceptance limits.   There are 
several options under consideration that include returning the filters to Lark for 
replacement, re-phase matching failed filter pairs ourselves, keep the filters since the 
phase mismatch may not lead to position errors, etc. 
 
Currently, we have good quantities of production Echotek, Filter and TGF boards tested 
and ready to begin system level assembly, testing and installation. 
 
Front-end/DAQ software: Margaret Votava 
 
During the month of January the group focused on improving and debugging the turn-by-
turn mode of operation. Additionally, the following tasks were performed: Conclusion of 
the timing board test application, modification of internal front-end organization to 
provide live position information when there is no beam in the machine, conclusion of 
the state device handling code, synchronization of injection turn-by-turn measurement 
with the V:TEVBPM device, correction of injection closed orbit calculation, addition of 
ACNET device for setting the pbar correction values and enabled the pbar correction 
code, and the addition of more debugging tools. 
 
During experimental turn-by-turn measurements the data showed the occurrence of some 
out of position points in the position plots. Similar behavior was present in the sum signal 
graph. The problem seemed to be related to the use of the RECEIVER_SKIP parameter 
in the Echotek setup file. When the system used zero skip the data looked reasonable. 
Another potential cause of the problem was the lack of resync after every turn. There has 
been a similar problem on closed orbit mode that was fixed on the software. However for 
turn-by-turn measurements the software is not able to call the resync procedure for each 
turn, therefore a fix demands a change in the Echotek firmware. Meanwhile the systems 
(A3 and teststands) were configured to take 512 points using 16 samples per turn. For 
supporting this configuration, a data skip was included to the front-end, allowing the 
online applications to receive only the last of the 16 samples. A new version of the driver 
was provided by Echotek and the data collected was correct. Later it was verified that the 
current version of the firmware is capable of do the resync on every turn. A new version 
of the driver software was deployed and the A3 house and test stands are now able to take 
turn-by-turn data. 
  
The application for testing production timing boards was finished and the following tests 
are available: timestamp test, register and firmware version display, register change, 
display of TCLK and BSYNC events received, option to enable/disable TCLK and/or 
BSYNC decoding and filter board communication. The application can also be used at 
A3, but requires the front-end software to be halted. 
  
The software structure organization was slightly modified in order to allow the online 
users to get position/intensity data from FTP, profile and display frames when there is no 
beam in the machine. A closed orbit task and buffer were added. All closed orbit related 
data (fast abort, slow abort, profile, display, FTP) are now read from the closed orbit  
buffer, which doesn't stop reading the Echotek boards. 



  
State device changes are now recorded by the front-end. A task that logs the changes has 
been included and all information is used on the metadata sent to the online applications. 
The task contains a list of devices to be monitored. 
  
The injection turn-by-turn is now synchronized with the state device V:TEVBPM, and 
data taken is kept throughout a store. The derived injection closed orbit has been fixed 
and it now averages the 64 turns after the 500th turn after injection. 
  
The correction of pbar position has been reenabled in the front-end. It uses the 
coefficients set through an ACNET device (T:xxASF). 
  
Additionally more debug information has been added to the system (e.g. print out of tasks 
blocked waiting for semaphores and queues). There have been fixed to the unit tests. And 
a new mode of operation for turn-by-turn diagnostics have been added to the W25 
application page (The turn-by-turn setup file is loaded and the system remains in closed 
orbit mode.) 
 
Online software: Brian Hendricks 
 
During the past month debugging of the BPMUTI library continued.  The SDA 
configuration for house A3 was set up, and T39 was able to read the data that was 
there. Unfortunately, the data was tagged with errors.  Charlie completed the front end 
device support for the crate VME environment variables.  Bob West added support for 
displaying these values in page W25.  I modified page W68 so that injection turn by turn 
data could be displayed.  Roger modified page W136 to display injection turn by turn 
data and debugged the program to the point that its basic functionality is working. 
 
Offline software: Rob Kutschke 
 
This month I monitored the quality of the data from the system in the A3 house. In 
general the data was reliable: the only times that data was not available were when the 
system was being modified and on the few occaisions when it was left in an incorrect 
state following a test. 
  
My main work has been looking at turn by turn and injection turn by turn data and to 
understand if it is working correctly. The first two data sets had clear problems.  The last 
two data sets, both injection turn by turn, appear to be working well, but not perfectly.  
The frequency spectrum of the position data shows lines at both the synchrotron and 
betatron frequencies. This work was written up in Beams-doc-1500, 1535, 1546 and 
1552. The remaining known problem is that the phases of the consecutive measurements 
do not follow the expected pattern. 
  
I worked with Brian Hendricks and Luciano Piccoli to understand how to download 
calibration data to the houses. They have set up a system and I will soon download the 
first set of calibration constants which will be used to cancel the proton contamination on 



the anti-proton cables.   This calibration will be done when the work on turn by turn has 
reached a plateau.  
 
I am also learning how to use the java interface to read lumberjack data so that I can 
automate many of the procedures I am currently doing by hand using D44.  
 
 I have had some chance to work on a plan for a calibration data base but not much.  That 
work will pick up in February. 
 
 
 
 


