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This document describes the implementation of the learning section of the bucker algorithm. The role of the bucker magnet is to smooth out the RF Spill and try to attenuate unwanted ripple by bucking out the measured frequencies on the RF Spill signal this making the spill rate constant.

The bucker regulation loop is made up of a fast feedback loop and a learning loop. The learning loop algorithm is based on the method of steepest descent. It makes estimates of the gradient and moves incrementally toward a smaller signal error. The LMS algorithm is made up of a LMS section where the weights or taps for the FIR filter are updated  and a FIR filter section that generated the output signal.
Deadline

This system is required to be operational the first day the MI is turned on after shutdown.

Signal Definitions
1. Bucker Output -> Signal going from QXR in MI60 to the power supply located in MI30 through a dedicated link at 5760.

2. 
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->The input sequence used by the LMS algorithm and the FIR filter in the LMS algorithm. This signal is the quad bus current ripple signal.
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->The input signal used by the comb filter. This signal is the RFSpill signal. It is an array of numbers.
4. 
[image: image3.wmf](

)

n

x

3

->is the input sequence used by the FIR filter after the comb filter.

5. 
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-> Is the input to the LMS algorithm. It is the output of the comb-low pass filter combination. It is the RFSpill signal after it has been filtered. It is an array of values.
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->Is the output array from the comb filter.

7. 
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->Is the output array out of the FIR filter after the comb filter.

8. 
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->Is the output sequence out of the LMS-FIR filter summation. After it gets multiplied by a G2 it is added to the fast feedback loop.

9. μ-> Is the step size in the LMS algortim. It ranges 0< μ <1. A settable parameter and it’s a constant.
10. M -> The delay in 5760 counts used by the comb filter. An integer number. For the 30 Hz case M=48.
11. ν-> Is a parameter used to prevent the weight update from diverging. It is a constant 0 < ν < 1 .
12. 
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->Weights or filter coefficients computed by the LMS algorithm and used by the FIR filter. For each frequency learned or bucked out there are 3 weights or filter taps. If adapting to several frequencies, the number of taps or weights is 3 times that number. #W[N]=FN * 3.
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-> Scaling factor in the comb filter difference equation.

14. 
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-> scaling factor in the comb filter difference equation.

15. G1-> A gain that multiplies the RFSpill signal after it has gone through the comb-FIR filter. It is a constant 0 < G1 < 1.
16. G2-> A gain applied to the output of the  LMS -FIR Filter. This signal is added to the bucker fast feedback loop. 

Input Signals
The learning algorithm requires two signals. 

1. The first signal required is the RF Spill signal. It is a parameter named I:MSPILL. The source of this signal is the output of the RF Spill monitor after it is down converted and filtered. It is used as the error signal by the LMS algorithm. This signal is currently digitized at 100 KHz with a 16 bit A/D board. The data is retrieved from the A/D board at a rate of 5760. 
2. The second signal needed by the LMS algorithm is the main quad bus current ripple. This originates in MECAR and it is an analog signal. Kevin Martin needs to provide this signal to us. The plan is to take the output of MECAR though a 30 Hz low pass filter and digitize it at 100 KHz in the A/D board. Several un-assigned channels exit to do this.

RF Spill Signal Conditioning
 The RF Spill signal needs a blocking capacitor to remove any DC component. The current bucker algorithm does this by subtracting the DC offset numerically which is an alternative to a blocking capacitor.
 The RF Spill will be processed by the comb filter whose difference equation is

Comb Filter
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Followed by a low pass filter with a corner frequency at 60 Hz. It has …taps or h(n) coefficients. The coefficient values are…
FIR Low pass Filter
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Input to LMS Algorithm
The output of the FIR filter goes through a gain stage [G(1)] and becomes the input signal for the LMS algorithm.
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LMS Algorithm
This is where the error signal (RF Spill) is used to compute the update for the filter taps based on an approximation to the gradient by using the steepest descent method.
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Here x(n) is the signal from MECAR .
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This equation requires L multiplications and L-1 additions. It uses as taps the w coefficients updated by the LMS algorithm. It uses the same 
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as the LMS algorithm the signal from MECAR.

Output Signals
The Bucker feedback loop has two outputs that are summed together to form the final reference for the bucker power supply.

1. The first output is the fast feedback loop output, essentially it is the RF Spill multiplied by a scaling gain that is fed back out.

2. The second output is the output of the LMS-FIR filter sequence multiplied by a scaling gain G2. This output is added to the fast feedback loop of the bucker algorithm. The weights are not updated during the spill but during the off-spill time.
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