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Introduction

The calculation of the mean time between failures (MTBF) for 1/1/2004 through 2/23/2006 has been performed.  Data for all subsystems at Fermilab have been collected, but only data on the Linac and the Tevatron are presented here.

The procedure is as follows.  First, the downtime data are collected from the downtime logger, in which AD Operations Department manually records every downtime instance in the complex.  These entries are manipulated (a) to put the time stamp into UTC time in seconds, (b) to extract the sub-system letter (e.g., “L”, “T”, etc.), and (c) to extract the time between downtime instances.  
The time between downtime instances in the Tevatron is more complicated.  It has been determined
 that the Tevatron behaves like two different machines, with different MTBF: The Tevatron at Low Beta and the Tevatron at other times.  Data on the Tevatron main bus current are collected from the ACNET datalogger, “Lumberjack”, for the relevant time period.  The occurrence of the downtime is correlated with the Lumberjack data to determine the bus current, and thus which of these machines is valid, just before the occurrence of the downtime.  The downtime is then classified as “Low Beta” or “150 GeV”.  The time between failures is the sum of the time the Tevatron is in the relevant state between failures in that state.
The data manipulations are carried out first in Excel (for the preliminary data filtering), and the main analysis are done using Perl programs on Linux.

The Linac

As a warm up and to demonstrate the technique, first I look at the MTBF for the Linac.  The MTBF for the Linac since 1/1/04 is depicted in this chart.
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The X-Axis is the number of calendar days since 1/1/04, and the Y-Axis is the MTBF in minutes.  Each point in this chart represents the average time between failures averaged over the previous 60 days.  Thus, the MTBF for the Linac has been around 500 minutes, or 8.3 hours.  From our direct operational experience, this seems about right—the Linac has a reportable downtime about once per shift, on average.
The Tevatron

As we have already seen (ibid.), the Tevatron behaves as two machines with different MTBF: The Tevatron at injection the Tevatron at Low Beta.  We assume that only one of the machines “exists” at any given time, so the time between failures is the sum of the time when the Tevatron is in that state.  (I have chosen the cutoff as 900 GeV: Any time the Tevatron is below 900 GeV, including when it is off, it is called the “150 GeV Tevatron.”  Otherwise, it is the “980 GeV Tevatron.”)  Calculating the MTBF for these two machines gives this chart:
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The X-Axis again is days since 1/1/04; the Y-Axis is in minutes. Red is the “980 GeV Tevatron” and green is the “150 GeV Tevatron.”  So, the MTBF at 150 just improved to 15 hours, and the MTBF at 980 has been steady at about 25 hours.  As with the Linac chart, each point in the MTBF calculation is averaged over the previous 60 days.

An interesting plot that falls out for free from the analysis is the number of downtime instances per 60-day interval (one dot for each downtime instance) for these two varieties of Tevatron:
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Red and green are 980 GeV and 150 GeV, respectively, again.  It seems that the recent improvement in the 150 GeV MTBF may be due to the lack of downtime during a long period (around day 700) where the Tevatron sat quietly at 150 GeV, since there is no obvious decrease in the number of downtimes.
How “random” are the failures?  They are perfectly random if the average downtime interval (MTBF) is equal to the RMS of the downtimes.  This is the “lambda function” concept.  Here I plot the RMS of the time between failures for the “980 GeV Tevatron” as a function of days since 1/1/04.
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The Y-Axis is in minutes; red is the RMS and green is the MTBF.  
Another way to view this is as a histogram.  This plot shows the time between failures at 980 GeV since 1/1/05 as a histogram:
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As you see, it is accurate to say that the failures in the Tevatron are random.  (If the RMS is greater than MTBF, this means that there is a tendency, in general, to have failures more quickly.)
Conclusions

Failures in the Tevatron at 980 GeV are still occurring randomly.  The MTBF for the Tevatron at 980 GeV over the last year has remained relatively stable at 25 hours.

� Accelerator Division “BeamDocs” database, � HYPERLINK "http://beamdocs.fnal.gov" ��http://beamdocs.fnal.gov�, document #1741.
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